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#### Abstract

An exact formal solution is obtained to the problem of a system of fermions in interaction. This solution is expressed in a form which avoids the problem of unlinked clusters in manybody theory. The technique of Feynman graphs is used to derive the series and to define linked terms. The graphs are those appropriate to a system of many fermions and are ased to give a new derivation of the Hartree-Fock and Brueckner methods for this problem.


## 1. Introduction

The Hartree-Fock approximation for the many-body problem uses a wave function which is a determinant of single-particle wave functions-that is, an independentparticle model. The single-particle states are eigenstates of a particle in a potential $V$, which is determined from the two-body interaction $v$ by a self-consistent calculation. The Brueckner theory (Brueckner \& Levinson 1955; Bethe 1956;Eden 1956) gives an improved method of defining $V$ and shows why the residual effects of $v$ not allowed for by $V$ can be small. In particular, in the nuclear problem the corrections to the energy are small, even though the corrections to the wave function are large. The theory thus gives a reconciliation of the shell model, the strong two-nucleon interactions, and the observed two-body correlations in the nucleus. The smallness of the corrections is due to the operation of the exclusion principle. Bethe (1956) has shown that this same exclusion effect makes even the Hartree-Fock approximation good for quite strong interactions, such as an exponential potential fitted to low-energy nucleonnucleon scattering.
The first problem on which calculations have been made is that of 'nuclear matter', that is, a very large nucleus with surface effects neglected (Brueckner 1955a; Wada \& Brueckner 1956). In this problem the aim is to show that at a fixed density the energy is proportional to the number of particles, and that as the density is varied the energy per particle has a minimum at the observed density of large nuclei, and that this minimum value gives the observed volume energy of large nuclei. The single-particle wave functions are plane waves, and the potential $V$ is diagonal in momentum space (in contrast to the ordinary Hartree potential which is diagonal in configuration space). The independent-particle model state is a 'Fermi yas'state with all the one-particle states filled up to the Fermi momentum $k_{F}$ which depends only on the density.

Brueckner \& Levinson's derivation, and that of Eden, is based on the multiple scattering formalism of Watson (Watson 1953). The proportionality of the energy of nuclear matter of a given density to the number of particles follows at once from the theory provided certain terms which represent several interactions occurring

[^0]independently are not present. There is no satisfactory proof of this in the usual presentation of the theory. It has been shown (Brueckner 1955b) that the usual perturbation theory for bound states can be recast so that these terms disappear from the first few orders. The present paper proves a new perturbation formula in which these terms are absent and so completely solves this problem of 'unlinked clusters'.

The method of Feynman graphs (Feynman 1949) is used to enumerate the terms of the perturbation series. To derive the 'linked cluster' result it is essential to describe states in a particular way explained later, which is equivalent to treating the independent-particle ground state as a 'vacuum' state. This description then emphasizes the important exclusion effects, and is used to give a derivation of the Hartree-Fock approximation which seems very natural in this context. The ideas of the Brueckner method for dealing with strong potentials are then introduced and are shown to fit naturally into the Feynman graph treatment.

## 2. Tme-dependent perturbation theory and Feynman graph analysis

Consider $A$ particles with the Hamiltonian

$$
H=\sum_{i=1}^{A} T_{i}+\sum_{i<j} v_{i j}
$$

$T_{i}$ is the kinetic energy of the $i$ th particle and $v_{i j}$ the interaction potential between particles $i$ and $j$. Introduce the one-body potential $V$ which is to be chosen later to give a reasonable independent-particle model of the system. Let $V_{i}$ be this potential acting on particle $i$. Define

$$
\begin{align*}
H_{0} & =\sum_{i}\left(T_{i}+V_{i}\right), \\
H_{1} & =\sum_{i<j} v_{i j}-\sum_{i} V_{i}, \\
H & =H_{0}+H_{1} .
\end{align*}
$$

so that
Expansions will be in powers of $H_{1}$, but the complete series obtained will finally be rearranged so that higher-order terms represent small effects when $V$ is suitably defined. Let the solutions of the one-particle Schrödinger equation

$$
(T+V) \psi=E \psi
$$

be a series of one-particle eigenstates $\psi_{n}$ with eigenvalues $E_{n}$. $V$ must be a potentiai which gives a discrete series of bound eigenstates $\psi_{n}$. (From now on suffixes $m, n$. etc., will refer to these states, not to particles.)

The second-quantized formalism will be used. Let $\eta_{n}^{\dagger}, \eta_{n}$ be creation and destruction operations for the state $\psi_{n}$ with the usual anti-commutation relations. Defint matrix elements of $v$ and $V$ by

$$
\begin{align*}
\langle r s| v|m n\rangle & =\int \psi_{r}^{\prime}(1) \psi_{s}^{*}(2) v_{12} \psi_{m}(1) \psi_{n}^{\prime}(2) \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2} \\
\langle r| V|m\rangle & =\int \psi_{r}^{*}(1) V_{1} \psi_{m}(1) \mathrm{d} \tau_{1}
\end{align*}
$$

The matrix element of $v$ defined by $(2 \cdot 6)$ is not antisymmetrized and corresponds to an interaction in which one particle goes from state $\psi_{m}$ to state $\psi_{r}$, while the other goes from state $\psi_{n}$ to state $\psi_{s}$. With these definitions

$$
\begin{gather*}
H_{0}=\sum_{n} E_{n} \eta_{n}^{\dagger} \eta_{n},  \tag{2•8}\\
H_{1}=\Sigma\langle r s| v|m n\rangle \eta_{r}^{\dagger} \eta_{s}^{\dagger} \eta_{n} \eta_{m} \\
-\Sigma\langle r| V|m\rangle \eta_{r}^{\dagger} \eta_{m} . \tag{2•9}
\end{gather*}
$$

The first sum in (2.9) is over all distinct matrix elements, a matrix element $\langle r s| v|m n\rangle$ being characterized by the pair of transitions ( $\psi_{m}$ to $\psi_{r}$ ) and ( $\psi_{n}$ to $\psi_{s}$ ). Thus $\langle\delta r| v|n m\rangle$ is not distinct from $\langle r s| v|m n\rangle$; but $\langle s r| v|m n\rangle$ is distinct. This way of introducing antisymmetry is the most suitable for graphical representation.

An eigenstate $\Phi$ of $H_{0}$ is a determinant formed from $A$ of the $\psi_{n}$ and can be described by enumerating these $A$ one-particle states. A different description is necessary to obtain the results of this paper. It is supposed that $H_{0}$ has a nondegenerate ground state $\Phi_{0}$ formed from the lowest $A$ of the $\psi_{n}$. The proofs of this paper only apply to this case, that is, only to, the ground state of a closed-shell nucleus or the ground state of 'nuclear mattsr'. The states $\psi_{n}$ occupied in $\Phi_{0}$ will be called unexcited states, and all the higher states $\psi_{n}$ will be called excited states. Thus for 'nuclear matter' with a Fermi morcritum $k_{F}$, an unexcited state means one with momentum $k<k_{F}$, an excited state r, ne with $k>k_{F}$. An eigenstate $\Phi$ of $H_{0}$ can now be described by enumerating ail the excited states which are occupied, and all the unexcited states which are not ocrpied. An unoccupied unexcited state is regarded as a 'hole', and the theory will ctal with particles in excited states and holes in unexcited states. This treatment izlogous to the theory of positrons, with $\Phi_{0}$ as the 'vacuum' state. An unexcize state is automatically regarded as occupied and so excluded for other particles. .t.sss a hole in that state is introduced explicitly. Thus the chief effect of the exc. .eri principle is emphasized by this description. This is the essential difference the theory of positrons, in which there is symmetry between particles anc In this theory the asymmetry between particles and holes is emphasizer $\bar{T}$, introduce this method formally equations ( $2 \cdot 8$ ) and (2.9) are retained, but $i=: \cdot \cdot=$ rpretation of $\eta_{n}^{\dagger}, \eta_{n}$ for unexcited $\dot{\psi}_{n}$ is altered. $\eta_{n}$ will now be the operator crem a hole in state $\psi_{n}, \eta_{n}^{\dagger}$, the operator destroying a hole.

The following derivation of the perturbsin formula uses time-dependent perturbation theory in the interaction represta $: \ldots$. . In this way certain of the results needed appear more naturally than in a cormend time-independent presentation. Let $\Phi_{0}$ be the ground state of $H_{0}$ as describetcrive, assumed to be non-degenerate,
 switching on the interaction $H_{1}$ over the tier merval $-\infty$ to 0 . For this case of a discrete series of eigenstates with a unicae sind state the adiabatic theorem can be proved in the following form (Gell $\mathrm{C}_{\mathrm{a}}:$ : Low 1951).
Define

$$
H_{1}(t)=\mathrm{e}^{i H_{0} t H_{1} e^{-i H_{0} t_{0}} \mathrm{e}^{2 t}},
$$

and let

$$
U_{\alpha}=\sum_{n=0}^{\infty}(-i)^{n} \int_{0>t_{1}>t_{1} \ldots>t_{n}} H_{1}\left(t_{1}\right) H_{n}\left(t_{2}\right) \ldots H_{1}\left(t_{n}\right) d t_{1} \ldots \mathrm{~d} t_{n}
$$

As $\alpha \rightarrow 0$ the unitary operator $U_{\alpha}$ describes the adiabatic process.
Let

$$
\Psi_{0}=\lim _{\alpha \rightarrow 0} \frac{U_{\alpha} \Phi_{0}}{\left\langle\Phi_{0}\right| U_{\alpha}\left|\Phi_{0}\right\rangle}
$$

By using Feymman graphs this limit will be shown to exist and an explicit expression: derived for it. Then the adiabatic theorem states that

|  | $H \Psi_{0}=\left(E_{0}+\Delta E\right) \Psi_{0}$, |
| :---: | :---: |
| $H_{0} \Phi_{0}=E_{0} \Phi_{0}$ |  |
| where | $\Delta E=\left\langle\Phi_{0}\right\| H_{1}\left\|\Psi_{0}^{\prime}\right\rangle=\lim _{\alpha \rightarrow 0} \frac{\left\langle\Phi_{0}\right\| H_{1} U_{\alpha}\left\|\Phi_{0}\right\rangle}{\left\langle\Phi_{0}\right\| U_{\alpha}\left\|\Phi_{0}\right\rangle}$. |



Figure 1. In all the graphs the direction of increasing time is upwards.

The required perturbation formulae for $\Psi_{0}$ and $\Delta E$ will be obtained on carrying out the time integrations in the expression for the limits in equations (2-12) and ( $2 \cdot 15$ ).
$H_{1}(t)$ is derived from equation (2.9) for $H_{1}$ by substituting $\eta_{n}(t)$ for $\eta_{n}$, where

$$
\eta_{n}(t)=\eta_{n} \mathrm{e}^{-1 E_{n} t}
$$

and then multiplying by $\mathrm{e}^{\alpha t}$. The expression (2.11) for $U_{\alpha}$ then becomes a sum if products of $v$ and $V$ matrix elements, $\mathrm{e}^{\mathrm{i} E t}$ and $\mathrm{e}^{\alpha t}$ factors and operators $\eta^{\dagger}$ and $\varphi$. Analysis of the products of operators by the same algebra as is used in proving Wick's theorem (Wick 1950) leads to the following expression for $U_{\alpha} \Phi_{0}$ as a sum "i terms represented by Feynman graphs. Each graph represents a series of $H_{1} t$ interactions. A particle in an excited state is represented by a line in the directio:a of increasing time. A hole in an unexcited state is represented by a line in the opposic direction. A matrix element $\langle r s| v|m n\rangle$ in $H_{1}(t)$ is represented as in figure 1. This:for the case in which $\psi_{m}, \psi_{r}, \psi_{s}$ are excited states and $\psi_{n}$ an unexcited state. I: represents an interaction between two particles in which one is scattered fro: $\psi_{m}$ to $\xi_{r}^{\prime}$ while the other jumps from $\psi_{n}$ into $\psi_{s}$ leaving a hole in $\psi_{n}$. With this gra ${ }_{j}$. is associated a time factor $\mathrm{e}^{\mathrm{i}\left(E_{r}+E_{s}-E_{n}-E_{n}\right) t} \mathrm{e}^{\alpha t}$. The other combinations of excit $\cdots$ : and unexcited states $\psi_{m} \psi_{n}^{\prime} \psi_{r} \psi_{s}$ are represented similarly.

A matrix element $\langle r| V|m\rangle$ is represented as in figure 2. This shows a part scattered from state $\psi_{m}$ to $\psi_{r}$ by $V$, both states unexcited. Initially there was a hu in state $\psi_{r}^{\prime}$, otherwise the interaction is excluded, and finally there is a hole :: state $\xi_{m}$.

There are further possibilities which do not occur in positron theory. Here the unexcited states are occupied by real particles not explicitly represented in the graphs, but interacting with each other and with the particles represented in the graphs. These particles will be called passive unexcited particles. Their interactions are the most important ones present, and it is these interactions which must be


Figure 3
allowed for in the choice of $V$. They are represented as in figure 3. This shows a particle scattered from excited state $\psi_{m}$ to excited state $\psi_{r}$ by the particle in the unexcited state $\psi_{n}$ which remains in the same state after the interaction. (In 'nuclear matter' this is 'forward' scattering.) Figure 3 corresponds to a factor

$$
\langle r n| v|m n\rangle \mathrm{e}^{\mathrm{k}\left(E_{r}-E_{m}\right) t}
$$

The 'exchange' term corresponding to this contains the matrix element $\langle r n| v|n m\rangle$ and is represented as in figure 4. Finally, figure 5 shows the graphs representing interactions in which only passive unexcited particles take part. The matrix elements are for figure $5(a),\langle m n| v|m n\rangle$; for figure $5(b)\langle m n| v|n m\rangle$; for figure $5(c)\langle n| V|n\rangle$.


Figure 4
(a)

(b)

(c)


Figure 5

The algebra of Wick's theorem now gives the following rule for $U_{\alpha} \Phi_{0}$. All distinct traphs starting with no free lines at the bottom, that is, with $\Phi_{0}$, are drawn. Each - uch graph consists of a number of open loops of nüleon lines and a number of closed mops. For example, figure 6 contains one open loop and two closed loops. For eacl taph multiply the $v$ and $V$ matrix elements and the $\mathrm{e}^{i E t}$ and $\mathrm{e}^{\alpha t}$ factors and a fiactor $(-1)^{h+l}$, where $h$ is the number of internal hole lines (four in figure 6 ; the the labelled $m$ is an external line) and $l$ the number of closed loops. A passive thexcited particle loop as in figure $5(c)$ contributes a plus sign, counting as one
hole line and one closed loop, while figure $5(b)$ has a minus sign having tw:; hole lines and one closed loop. Each $V$ matrix element has a minus sign attache; since it occurs with a minus sign in $H_{1}$. Attach the pairs of creation operatior. corresponding to the external lines at the ends of each open loop with the how operator to the right ( $\eta_{r}^{\dagger} \eta_{m}$ for figure 6). Finally, carry out the time integrations. Then $U_{\alpha} \Phi_{0}$ is the sum of all these terms acting on $\Phi_{0}$. It is important to note that


Figtire 6
the exclusion principle is to be ignored in labelling the graphs. The major effect. of exclusion are already taken into account by the 'hole' picture, as describer! above. The rest must not be included if the results of $\S 3$ are to be derived. Th. algebra of the $\eta$ operators does give this result, which is merely a careful application to this case of the principle that intermediate states need not be anti-sym metrized. In fact all graphs which contradict the exclusion principle are exactly cancelled by the corresponding 'exchange' graphs. However, in § 3 certain graphwill be removed and then this cancellation will no longer occur and the graphcontradicting exclusion will represent important physical effects. This representstion is essential for the derivation of the 'linked cluster' result.

## 3. The linked-cluster perturbation formula

Any part of a graph which is completely disconnected from the rest of the graph and which has no external lines attached will be called an unlinked part. In ti: expression for $U_{z} \Phi_{0}$ before the time integrations are carried out the lines of a grat: can be labelled independently of each other (this is where it is essential not to ha: to take exclusion into account), and the factors attached to the interaction lines ast independent of each other. Now consider a graph containing unlinked parts a: take together with it all the graphs which differ only by haxing the interaction:: the unlinked parts in different positions relative to those in the rest of the grat The order of the intcractions in the two parts separately is kept fixed. Let the t?" of the interactions in the unlinked part be $t_{1}, t_{2}, \ldots, t_{n}$ and in the rest be $t_{1}^{\prime} t_{2}^{\prime} \ldots t$ where the order of the two parts separately is given by $0>t_{1}>t_{2}>\ldots>t_{r}$ :a $0>t_{1}^{\prime}>t_{2}^{\prime}>\ldots>t_{m}^{\prime}$. The sum over all the different relative positions of the two $p^{\prime \prime}$ is obtained by carrying out the time integrations with only these restrictions on :.
order of the times and so is the product of the expressions obtained from the two arts separately. A graph containing no unlinked parts will be called a linked graph. it follows that $U_{\alpha} \Phi_{0}$ is given by the rules of $\S 2$ applied to the sum of linked graphs inly, multiplied by a factor given by the sum of all graphs consisting only of uninked parts. This factor is just what the rules of $\S 2$ give for $\left\langle\Phi_{0}\right| U_{\alpha}\left|\Phi_{0}\right\rangle$. Thus $i_{0}$ as defined by (2-12) is given by taking the limit $\alpha \rightarrow 0$ in the sum of linked graphs only.
The result of carrying out the time integrations in this sum may be written as

$$
\begin{equation*}
\Psi_{0}=\lim _{\alpha \rightarrow 0} \sum_{L} \frac{1}{E_{0}-H_{0}+\mathrm{in} \mathrm{\alpha}} H_{1} \cdots \frac{1}{E_{0}-H_{0}+2 \mathrm{i} \alpha} H_{1} \frac{1}{E_{0}-H_{0}+\mathrm{i} \alpha} H_{1} \Phi_{0} . \tag{3•1}
\end{equation*}
$$

$\sum_{L}$ means that the terms are to be enumerated by the linked graphs described above. $\dot{\Phi}_{0}$ cannot occur as an intermediate state in a linked graph as the part of the graph below that intermediate state would be an unlinked part. Since all other


Figure 7
intermediate states have energies greater than $E_{0}$ (this is where the limitation to non-degenerate ground states is useful), the limit in (3.1) can be taken by putting $x=0$ as no zero energy denominators can occur. The final result can then be written

$$
\begin{equation*}
\Psi_{0}=\sum_{L}\left(\frac{1}{E_{0}-H_{0}} H_{1}\right)^{n} \Phi_{0} \tag{3•2}
\end{equation*}
$$

The energy shift $\Delta E$ is given by (2.15), and using the same arguments as for $U_{\alpha} \Phi_{0}$,

$$
\begin{equation*}
\Delta E=\sum_{L}\left\langle\Phi_{0}\right| H_{1}\left(\frac{1}{E_{0}-H_{0}} H_{1}\right)^{n}\left|\Phi_{0}\right\rangle \tag{3•3}
\end{equation*}
$$

Where now $\sum_{L}$ means summed over all connected graphs leading from $\Phi_{0}$ to $\Phi_{0}$, that is. with noexternal lines. $(3 \cdot 2)$ and $(3 \cdot 3)$ are the linked-cluster perturbation formulae. They differ from the usual bound state perturbation formula by having $E_{0}$ in the denominator instead of the usual $E_{0}+\Delta E$. This difference is compensated by the ifferent enumeration of terms, that is, by summing only oyer linked graphs and by moring exclusion as described in § 2.
A typical graph contradicting the exclusion principle is figure $7(b)$. Before the minked parts were removed this was cancelled by figure $7(a)$ which has the same matrix elements and an extra minus sign. Figure 7 (a) represents an interaction of the passive particle in the unexcited state $\psi_{m}$. Many repetitions of figure $7(b)$ combine to give the modification of the energy of state $\psi_{m}$ due to this interaction.

These linked-cluster expansions can be derived without using time-dependent theory. $\Psi_{0}$ can be defined to be given by (3-2). It then follows that

$$
\left(E_{0}-H_{0}\right) \Psi_{0}=\sum_{L} H_{1}\left(\frac{1}{E_{0}-H_{0}} H_{1}\right)^{n} \Phi_{0}
$$

and

$$
H_{1} \Psi_{0}=H_{1} \sum_{L}\left(\frac{1}{E_{0}-H_{0}} H_{1}\right)^{n} \Phi_{0}
$$

The right-hand side of (3.5) is given by those graphs which are linked when the last $H_{1}$ is removed. Some care is needed to prove this, since Wick's theorem does not immediately apply to the time-integrated expression (3.4). Subtracting (3.4) from (3.5) gives

$$
\left(H-E_{0}\right) \Psi_{0}=\Sigma^{\prime} H_{1}\left(\frac{1}{E_{0}-H_{0}} H_{1}\right)^{n} \Phi_{0}
$$
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where $\Sigma^{\prime}$ means summed over all graphs containing an unlinked part but which are linked when the last $H_{1}$ line is removed. Such graphs must be of the type shown ir: figure 8. Now the last $H_{1}$ line in the unlinked part may be kept fixed and a sum take!. over the different positions of the rest of the unlinked part relative to the rest of the. graph. By using algebraicidentities on the energy denominators which are equivalent to the separation of the time integrations in the time-dependent proof it can shown that the right-hand side of ( $3 \cdot 6$ ) is equal to the product of $\Psi_{0}$ with the sum $\cdots$ : all connected closed graphs, that is, with $\Delta E$ as defined by (3.3). Then (3.6) gives

$$
H \Psi_{0}=\left(E_{0}+\Delta E\right) \Psi_{0}
$$

the required result.
This method of proof has one advantage over the other in that it does not w. time-dependent methods to prove a time-independent result. However, the tim dependent proof gives the easiest way of enumerating the terms correctly and 6 : combining the contributions of different positions of unlinked parts. The adiabat: theorem used can be strictly proved under the conditions of this paper. The tine independent method has been used by the author to extend the results to excite. and degenerate states.

## 4. Choice of $V$ : the Hartree-Fock method

The simplest way to choose $V$ is to make it allow for the first-order interact: with passive unexcited particles. This is done by making the graph parts in figur. cancel, that is, by defining

$$
\langle r| V|m\rangle=\sum_{n}\{\langle r n| v|m n\rangle-\langle r n| v|n m\rangle\} .
$$

The sum is over all unexcited states $\xi_{n}$. The states $\psi_{n}$ are determined ${ }_{2}$ :

$$
(T+V) \psi_{n}=E_{n} \psi_{n} .
$$

(4•1) and (4.2) are the Hartree-Fock self-consistent equations.
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This definition ensures the complete disappearance of the $V$ interacin and the interactions with passive unexcited states from all graphs except tic sonnected closed parts in figure 5. These represent the first-order terms in $\Delta E . F$ gure 5 (c) contributes $-\sum_{n}\langle n| V|n\rangle$, while figures $5(a)$ and $(b)$ contribute

$$
\frac{1}{2} \sum_{m, n}\{\langle m n| v|m n\rangle-\langle m n| v|n m\rangle\}=\frac{1}{2} \sum_{n}\langle n| V|n\rangle
$$

when summed over all distinct possibilities. Also,

$$
E_{0}=\sum_{n}\{\langle n| T|n\rangle+\langle n| V|n\rangle\}
$$

Thus, to the first order in $y$,

$$
\begin{equation*}
E=E_{0}+\Delta E=\sum_{n}\langle n| T|n\rangle+\frac{1}{2} \sum_{n}\langle n| V|n\rangle . \tag{4•5}
\end{equation*}
$$

This factor of $\frac{1}{2}$ is familiar in the Hartree-Fock method.


The higher-order corrections to $E$ are given by the sum (3.3) over al wnnected graphs with no external lines and with no $V$ interactions and no interaw, passive unexcited particles. The wave furction $\Psi_{0}$ is given by the suro i.2) again mithout the above interactions. The expression for $\Psi_{0}$ contains terms wich are the product of many factors represented by graphs like figure 10 . The resul? sthat $\Phi_{0}$ is only a rery small component of $\Psi_{0}$. (Note that $\Psi_{0}$ is normalized to $\left\langle\Psi_{1} \Psi_{0}\right\rangle=1$.) However, the corresponding correction to the energy can contain the fiews represented by figure 11 once only. Bethe (1956) has shown that the exclusio: principle
which limits the particles in excited states to states with momentum $>k_{F}$ can make. this correction fairly small even for strong potentials for the values of $k_{F}$ of interct. Thus the Hartree-Fock method can give the energy quite well even for strong potentials. This is a quantitative version of the old argument that strong interaction, would be inhibited by the exclusion principle. It applies to the energy but not to the wave function. There are certainly strong correlations between nucleons in a nucleus and the Brueckner theory can be used to explain them (Brueckner, Eden \& Francis 1955).

## 5. The Brueckner theory

The nucleon-nucleon potential very probably has a steep repulsive core at small distances. (This will certainly ensure saturation but a proper theory is needed to obtain an energy minimum at the observed nuclear density.) For this $v$ it is clearly impossible to choose $V$ by the Hartree-Fock method, as the matrix elements of
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$v$ will have a large contribution from the core. The Brueckner theory replaces $x$ ly: a reaction matrix $t$ calculated from a two-body equation of the type

$$
t=v+v \frac{1}{E_{0}-H_{0}} t
$$

The idea is to derive $V$ from $t$ instead of from $v$. Since $H_{0}$ contains $V, V$ occurs in the energy denominator so that there is a further self-consistency requirement in. addition to the Hartree-Fock condition on the wave functions. In fact, for 'nuclear matter' the Hartree-Fock self-consistency disappears since the wave functionmust be plane waves. Brueckner ( $1955^{a}$ ) has shown that this new self-consisten' $y$ is important.

The procedure in terms of graphs is as follows. Corresponding to any graph wit: a single $v$ line in a certain position as in figure $12(a)$, there are more complicated nn: in which figure $12(a)$ is replaced by the 'ladder' graph of figure $12(b)$. In the intermediate states of figure $12(b)$ both particles are in excited states. The sum of all sn :t parts is given by an integral equation of the type ( $5 \cdot 1$ ). When figure $12(b)$ occurs apart of a larger graph the energy denominator for the intermediate state containiti$\psi_{m} \cdot \psi_{n}$ is

$$
\begin{equation*}
-E_{m^{\prime}}-E_{n^{\prime}}-E_{R}=E_{m}+E_{n}-E_{m^{\prime}}-E_{n^{\prime}}-\delta E, \tag{3}
\end{equation*}
$$

where $E_{R}$ is the excitation energy of the other particles present while the interaction represented in $12(b)$ occurs and $\delta E$ is the excitation energy of the complete intermediate state at the beginning of the interaction. The excitation energy of a state is the sum of the energies $E_{n}$ of occupied excited states minus the sum of the energies of unexcited states in which there are holes. The integral equation for the sum of the terms represented by figure 12 is then

$$
\langle r s| t|m n\rangle=\langle r s| v|m n\rangle+\sum_{m^{\prime} n^{\prime}} \frac{\langle r s| v\left|m^{\prime} n^{\prime}\right\rangle\left\langle m^{\prime} n^{\prime}\right| t|m n\rangle}{E_{m}+E_{n}-E_{m^{\prime}}-E_{n^{\prime}}-\delta E},
$$

where the sum is over $\psi_{m^{\prime}}, \psi_{n^{\prime}}$ excited states only. The solution is a matrix $t(\delta E)$ which can be used to replace $v$ and which is finite even for a repulsive core potential.

A graph will be called irreducible if it contains no 'ladders' of the type of figure $12(b)$. A sequence of $\boldsymbol{v}$ interactions as in figure $12(b)$ only forms a 'ladder' if all the intermediate states are excited and if there are no other interactions in other
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parts of the graph between the ends of the ladder. All graphs can be obtained by substituting independently 'ladders' for each $v$ line in the irreducible graphs. The terms of the linked cluster expansion can thus be grouped together so that each $r$ matrix element is replaced by a matrix element of $t(\delta E)$. $\delta E$ is the excitation energy of the intermediate state to the right of the matrix element in the series (below it in the graph). The sums must now be taken over linked irreducible graphs only.

Figure $7(b)$ is an important type of ladder graph and is absorbed into the $t$ matrix element $\langle m n| t|m n\rangle$ represented in figure 13. Note that (5•3) is not antisymmetrized. The ladder graph in which the lines of figure $12(b)$ cross over is counted in $\langle s r| t|m n\rangle$.
$V$ can now be defined to cancel the $t$-interactions with passive unexcited states, that is, by $(4 \cdot 1)$ with $v$ replaced by $t$. However, the cancellation cannot be complete because of the dependence of $t$ on $\delta E$. (The procedure in this problem contrasts with that in field theory in which the time ordering and the dependence of one part of a graph on another are completely removed by introducing an extra energy variable for each particle. This does not seem appropriate here.) The best that can be done is to choose some average value of $\delta E$ appropriate to the matrix element of $t$ being eraluated.

Equation (4.5) is replaced by the following expression for the energy to first order in $t$ :

$$
E=\sum_{n}\langle n| T|n\rangle+\frac{1}{2} \sum_{m, n}\{\langle m n| t(0)|m n\rangle-\langle n m| t(0)|m n\rangle\} .
$$

The $\langle n| V|n\rangle$ in $E_{0}$ is cancelled by the term represented by figure $5(c)$ whaterer the definition of $V$. The second term in (5.4) will equal $\frac{1}{2} \sum_{n}\langle n| V|n\rangle$ only if $\langle n| V|n\rangle$ is derived from $t$ with $\delta E=0$. This is the most straightforward choice for the diagonal elements of $V$ between unexcited states.


Figure 14
Figure 14 represents a term in the energy given by

$$
\begin{gather*}
\langle m p| t(\delta E)\left|m^{\prime} p^{\prime}\right\rangle\left(-\frac{1}{\delta E}\right)\left\langle m^{\prime} n\right| t(\delta E)\left|m^{\prime} n\right\rangle\left(-\frac{1}{\delta E}\right)\left\langle m^{\prime} p^{\prime}\right| t(0)|m p\rangle, \\
\delta E=E_{p^{\prime}}-E_{p}+E_{m^{\prime}}-E_{m^{\prime}}
\end{gather*}
$$

where
An average of this $\delta E$ used in the definition of $\left\langle m^{\prime}\right| V\left|\dot{m}^{\prime}\right\rangle$ will ensure as much cancellation of this term as possible. For 'nuclear matter' the conservation of momentum limits the possible values of $\psi_{p} \psi_{p}$, and $\psi_{m}$ given $\psi_{m^{\prime}}$.


Figure 15
Apart from the corrections due to the dependence of $t$ on $E$ the remaining graphs for the energy all represent three or more particle interactions. It is hoped that these are small because of the exclusion-principle limitation of the number of states to be summed over (Brueckner \& Levinson 1955; Bethe 1956). Two typical three-particle interactions are shown in figure 15. Figure $15(a)$ represents two particles jumping from states $\psi_{m} \psi_{n}$ into excited states $\psi_{m} \psi^{\prime} \psi_{n}$. Then the particle in $\psi_{n^{\prime}}$, falls back into $\psi_{n}$ while another particle jumps from $\psi_{p}$ into $\psi_{p^{\prime}}$. Finally the particles in $\psi_{p^{\prime}}$ and $\psi_{m}$ interact and fall back. The corresponding matrix elements are

$$
\langle p m| t\left|p^{\prime} m^{\prime}\right\rangle\left\langle n p^{\prime}\right| t\left|n^{\prime} p\right\rangle\left\langle m^{\prime} n^{\prime}\right| t|m n\rangle .
$$

Figure $15(b)$ represents two particles jumping from states $\psi_{m} \psi_{n}$ into states $\psi_{m} \cdot \psi^{\prime} \cdot{ }^{\prime \prime}$. The particle in $\psi_{n^{\prime}}$ then interacts with the particle in the occupied state $\psi_{p}$. The particle in $\psi_{n^{\prime}}$ is scattered into $\psi_{g}$ while that in $\psi_{p}$ jumps into the hole in $\psi_{m}$ leaving a hole in $\psi_{p}$. Finally the particles in $\psi_{m^{\prime}}, \psi_{q}$ fall back into the holes in $\psi_{p}, \psi_{n}$. The corresponding matrix elements are

$$
\langle n p| t\left|q m^{\prime}\right\rangle\langle q m| t\left|n^{\prime} p\right\rangle\left\langle m^{\prime} n^{\prime}\right| t|m n\rangle .
$$

I am very grateful to Professor H. A. Bethe and Dr R. J. Eden for much advice and discussion on this problem and for very helpful criticism of the first draft of this paper. I also thank the Department of Scientific and Industrial Research for a maintenance grant.

## References

Bethe, H. A. 1956 Phys. Rev. 103, 1353.
Bruechner, K. A. 1955 a Phys. Rev. 97, 1353.
Brueckner, K. A. $1955^{\text {b }}$ Phys. Rev. 100, 36.
Brueckner, K. A., Eden, R. J. \& Francis, N. C. 1955 Phys. Rev. 98, 1445.
Brueckner, K. A. \& Levinson, C. A. 1955 Phys. Rev. 97, 1344.
Eden, R. J. 1956 Proc. Roy. Soc. A, 235, 408.
Feynman, R. P. 1949 Phys. Rev. 76, 749.
Gell-Mann, M. \& Low, F. 195 I Phys. Rev. 84, 350 (Appendix).
Wada, W. W. \& Brueekner, K. A. 1956 Phys. Rev. 103, 1008.
Watson, K. M. 1953 Phys. Rev. 89, 575.
Wick, G. C. 1950 Phys. Rev. 80, 268.


[^0]:    $\ddagger$ Author's present address: Institut for Teoretisk Fysik, Blegdamevej 17, Copenhagen.

